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ExaScale is coming ... 

... but it won‘t be easy to get there 
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1 Exaflop/s in 2019 

1 Petaflop/s entry  

level in 2016 
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US DOE’s Exascale Expectations 

● DOE driving for an ExaFLOP 
system by 2018 

● Fundamental challenges on 
Parallelsim, Energy, 
Resilience 

● Lower ratios of floating 
point speed vs  

– Memory size 

– Memory bandwidth 

– Communication bandwidth 

 

Char. 2010 2018 Ratio 

Peak Perf 2 PF 1 EF x 500 

Sys Memory 0.3 PB 32-64 PB  x 100-200 

Node Perf 125 GF 1-2 TF x 8-16 

Node Mem BW 25 GB/s 200-400 

GB/s 

x 8-16 

Node 

Concurrency 

12 ~1000 x 80 

Interconnect BW 1.5 GB/s 50 GB/s x 30 

# Nodes 20K ~ 1 M x 50 

Total 

Concurrency 

225K ~1 B x 4000 

Storage 15 PB 300 PB x 20 

I/O 0.2 TB/s 60 TB/s x 300 

MTTI Days 1 Day x 0.1 

Power 6 MW 20 MW x 3 
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http://www.csm.ornl.gov/~engelman/publications/engelmann10facilitating.ppt.pdf 
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Technologies and Solutions That Got Us to 
Petascale Science… 

…Will Not Get Us To Exascale 



The Challenges to Exascale 

Source: Exascale Computing Study: Technology Challenges in achieving Exascale Systems (2008) 

Programming 
Parallelism 

Reliability 
Memory/Storage 

 Capacity and 
 Bandwidth 

Efficient  
Performance 



Moore‘s Law is Well and Alive 



What are the right cores? 





Many-core Multicore 

Single-source approach to Multi- and Many-Core 

Multicore CPU Multicore CPU 
Intel® MIC 

architecture 

co-processor 

Source 

Compilers 
Libraries,  

Parallel Models 

Eliminates Need to Fork Application Code 

Clusters with Multicore 
and Many-core 

… … 

Multicore Cluster 

Clusters 
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Spectrum of Programming Models and Mindsets 

General purpose 
serial and parallel 

computing 

CPU-Centric              Intel® MIC-Centric 
    CPU-hosted      Offload           Symmetric   “Reverse” Offload      MIC-hosted 

Codes with highly 
parallel phases 

Highly parallel 
codes 

Highly parallel codes 
with scalar phases 

Codes with 
balanced needs 

Xeon 
MIC 

Productive Programming Models Across the Spectrum 
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Exascale Challenges 
for HW and SW developers 

 Exploiting massive parallelism  

– Mathematical models, numerical methods, and software implementations 
will all need new conceptual and programming paradigms to make 
effective use of unprecedented levels of concurrency. 

 

 Reducing power requirements  

– Reducing the power requirement by a factor of at least 100 is a challenge 
for future hardware and software technologies. 

 

 Coping with run-time errors  

– an exascale system will have approximately one billion processing 
elements. An immediate consequence is that the frequency of errors will 
increase while timely identification and correction of errors become much 
more difficult. 

 

Source: Exascale Computing  
Summary Report of the Advanced Scientific 
Computing Advisory Committee (ASCAC) Subcommittee 
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Exascale Power Scaling 
Requirements 

Petascale Machine of 2010:  TFLOP of Compute 

Estimation based on Petascale 
machine requirements circa 2010. 

 Compute 40x 

Memory 75X 

Comms 20x 

Disk/Storage 33x 

Other 900x 



A Holistic Perspective of the Challenge 

HW-SW Co-Design & 

Context Awareness  

Software 

Ecosystem 

Hardware 

Platform 

Future Systems Must Be Balanced, Dynamic, 
and Adaptive 
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Intel Exascale Labs - Europe 

ExaScale Computing  

Research Lab, Paris 

Performance and 
scalability of Exascale 

applications 

Tools for performance 
characterization 

ExaCluster Lab,  

Jülich 

Exascale cluster 
scalability 

 and reliability 

Space weather 
prediction 

 Architectural simulation 

Scalable kernels and RT 

ExaScience  Lab,  

Leuven 

Scalable RTS and tools 

New algorithms 

Intel and BSC 
Exascale 

 Lab, Barcelona  

Strong commitment to advance computing leading edge: 
Intel collaborating with HPC community & European researchers  
4 labs in Europe, Exascale computing is the central topic 

http://www.google.fr/imgres?imgurl=http://www2.iap.fr/users/riazuelo/img/logoCEA.JPG&imgrefurl=http://www2.iap.fr/users/riazuelo/index.html&h=213&w=217&sz=7&tbnid=e0g5b27UZQ9I_M::&tbnh=105&tbnw=107&prev=/images?q=logo+CEA&hl=fr&usg=__ZEHCoO_aADKuKHtZjYRNDlTUGE8=&ei=zuUDSvSlMuONjAfQi43ZBA&sa=X&oi=image_result&resnum=3&ct=image
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Intel European Exascale Labs 

Basics 

 

 Started 2010/2011 as co-
design centers 

 With leading European HPC 
R&D organizations 

 In total ~60-70 researchers 

 Work on joint R&D program 
with partners 

 Part of ILE network 

 

Role 

 

 Understand requirements for 
exascale apps 

 Provide feedback to HW 
architects, educate 
developers 

 Build exascale HW and SW 
prototypes  

 Be involved in European and 
national projects 
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The Exascale Labs are part of the 
Intel Labs Europe Network 
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Leuven: Numerical Kernels, 
 Resilient Load-Balance and Scheduling, 

Multicore Simulator  
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Paris: Performance Characterization and 
Application Enabling 
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Barcelona: Scalable RT (StarSs), Tools 
(Paraver/Dimemas), New Algorithms  
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Juelich: DEEP KNC-Cluster  
HW+SW architecture 
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Thank You! 


